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SUMMARY

A finite element, thermally coupled incompressible flow formulation considering phase-change effects is
presented. This formulation accounts for natural convection, temperature-dependent material properties
and isothermal and non-isothermal phase-change models. In this context, the full Navier–Stokes
equations are solved using a generalized streamline operator (GSO) technique. The highly non-linear
phase-change effects are treated with a temperature-based algorithm, which provides stability and
convergence of the numerical solution. The Boussinesq approximation is used in order to consider the
temperature-dependent density variation. Furthermore, the numerical solution of the coupled problem is
approached with a staggered incremental-iterative solution scheme, such that the convergence criteria are
written in terms of the residual vectors. Finally, this formulation is used for the solutions of solidification
and melting problems validating some numerical results with other existing solutions obtained with
different methodologies. Copyright © 2000 John Wiley & Sons, Ltd.
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1. INTRODUCTION

Thermally coupled flows including phase-change effects are often encountered in several
engineering applications of interest, such as in the metals processing industry and in energy
storage systems. The energy transport or advective effect in these problems is important
because heat transfer during the process can determine the overall efficiency and evolution of
it. Moreover, the coupling between the mechanical and thermal behaviours of the fluid may
also be due to density gradients caused by temperature variations (the flow motion is
originated by buoyancy forces), the dissipation of mechanical work into heat in highly viscous
flows and, finally, the phase-change phenomenon, which may strongly change the flow pattern.
In the isothermal phase-change case, the location of the liquid–solid interface moves in time,
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resulting in a variable liquid domain. Further, for the non-isothermal phase-change case, the
flow behaviour in the variable mushy and liquid phases is different due to the development of
resistance to flow in the mushy region. In fact, this region is normally considered as a porous
medium, whose permeability decreases and eventually vanishes with increasing amounts of
solid fraction [1–16]. On the macroscopic level, two limiting cases can be identified in the
description of the mushy zone behaviour [6]. In the first one, the solid is fully dispersed in the
liquid phase, resulting in equal velocities for such phases. This model is applicable to
amorphous materials (e.g. waxes and glasses) and to the equiaxed zone of a metal casting. In
the second case, the solid matrix is distinct from the liquid and it is either fixed or moves with
a prescribed velocity. In a physical sense, this model approximates the columnar dendritic zone
of a solidifying metallurgical alloy. All these phenomena occur in a majority of solidification
processes, where parts of the melt are at a temperature higher than the phase transition
temperature.

Over the last years, several researchers have been devoted to the development of numerical,
thermally coupled flow formulations, considering phase-change effects in order to simulate
different engineering problems. In particular, a technological area of interest is the casting
industry, where the temperature field, the phase-change front position and the heat transfer
and flow patterns are crucial factors in obtaining sound parts. Numerical analyses related to
the effects of natural convection on different phase-change processes have been discussed in
several papers (see References [1–21] and references therein) in the framework of the
well-known fixed domain enthalpy or source methods [1–17], front-tracking techniques
[18–20] or adjoint formulations [21].

The aim of this work is to present a coupled solution for the incompressible Navier–Stokes
equations (momentum, mass balance and energy equations), including phase-change effects in
a primitive variable-based formulation, with a fixed domain discretization. The temperature-
dependent density variation in the momentum equations is introduced via the Boussinesq
model. The governing equations of the problem are presented in Section 2. In the context of
the finite element method (FEM), the numerical solution of the incompressible Navier–Stokes
equations is attempted via a staggered scheme, i.e. the coupled problem involves the numerical
solution of the energy balance equation (thermal problem) together with the momentum and
incompressibility equations (flow problem) and a coupling algorithm between these two
problems, which guarantees a fully coupled numerical solution. The flow equations are solved
using a generalized streamline operator (GSO) technique applied to incompressible flows
[22–24]. The GSO approach circumvents the Babuska–Brezzi (BB) condition, providing
stability in the solution of the pressure [25,26]. This technique also enables the use of
equal-order interpolation functions for the primitive variables of the flow problem: velocity
and pressure; both are defined for every node of the finite element mesh. Thus, the terms
involving such variables are numerically integrated, employing the same standard Gaussian
integration rule; avoiding, therefore, the reduced integration procedure for the pressure terms.
Moreover, the standard penalization methods necessary to fulfil the incompressibility condi-
tion are not required in this case. These aspects have been illustrated in the solution of classical
benchmark flow problems under isothermal conditions in References [22,23]. On the other
hand, the energy equation is approached with a temperature-based generalized phase-change
formulation using a simplified GSO methodology, where special attention is devoted to the
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classical and advective phase-change terms [27–29]. In sharp contrast with other phase-change
methods, it should be noted that these terms do not need any explicit regularization because
an improved numerical integration procedure is used to compute them.

In this last context, the derived fully coupled finite element equations, which lead to an
algorithm that provides stability and convergence of the numerical solution, constitutes the
main original contribution of this work. Further, an incremental iterative Newton-type
solution strategy is used to solve the non-linear system of equations corresponding to the flow
and thermal problems, where the convergence criteria are written in terms of the respective
residual vectors. A description of the proposed finite element formulation is presented in
Section 3.

Finally, in Section 4, this formulation is used in the analyses of solidification and melting
problems in order to validate the proposed methodology. To this end, the results obtained
using the present formulation are compared with experimental observations and numerical
results reported in the literature. The ability to deal with isothermal and non-isothermal
phase-change cases, strongly coupled problems (high Rayleigh numbers) and temperature-
dependent material properties are additional relevant features of this formulation, which will
be discussed in these examples.

2. GOVERNING EQUATIONS

Let an open-bounded domain V be a spatial configuration of a continuum medium with
spatial co-ordinates labelled by x (measured with respect to a reference co-ordinate system), let
G be its smooth boundary and Y be the time interval of interest (t�Y).

The incompressible behaviour of fluids with phase-change effects can be described by the
following equations:

equation of motion

r7; +r(7 ·9)7+9p−9 ·(2me)=rb in V×Y (1)

continuity equation

9 ·7=0 in V×Y (2)

energy equation

r
�

c+L
(fpc

(T
�

(T: +9T ·7)=9 ·(k9T)+rr in V×Y (3)

together with adequate boundary and initial conditions [22,27] and an appropriate constitutive
relation for the phase-change function fpc [27–29]. In these equations, r is the density, 7 is the
velocity vector, p is the pressure, m is the dynamic viscosity, e is the rate of deformation tensor,
9 is the gradient operator and the superposed dot denotes time derivative. The body force is
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assumed to be given by the Boussinesq approximation: b=g [1−a(T−Tref)], where g is the
gravity vector, a is the thermal volumetric dilatation coefficient, T is the temperature and the
subindex ‘ref’ indicates a reference value. Moreover, c is the specific heat capacity, L is the
specific latent heat, k is the conductivity coefficient and r is the specific heat source. It should
be noted that m, c and k may be temperature-dependent, the energy terms derived from
mechanical effects have been neglected and, besides, the isotropic Fourier law has been
adopted to describe the heat conduction.

In a phase-change problem, fpc� [0, 1] is defined according to the nature of the phase-change
where, from a macroscopical point of view, fpc can be written in terms of T [1–21,27–30]. For
the isothermal phase-change case, fpc=H(T−T( m), with H being the Heaviside function and
T( m the melting temperature. On the other hand, for the non-isothermal case, different forms
for fpc have been established and applied in the solution of solidification problems, such as the
linear and quadratic functions, the lever rule, the Scheil’s equation, etc. [12,28]. In this context,
with fpc=0 and fpc=1 in the solid and liquid phases respectively, the dynamic viscosity can be
defined as [3,6,11,30]

m=
ml

fpc

(4)

where ml is the dynamic viscosity in the liquid phase. It should be noted that m=ml in the
liquid phase, while for the solid phase m approaches infinite. This last condition is equivalent
to a constraint of a zero velocity field in the solid phase and, therefore, the momentum and
continuity equations need not be solved in this region. Note that only these two limiting
situations, i.e. fpc=1 and fpc=0, take place for the isothermal phase-change case, precluding
in this way any regularization on the viscosity. Moreover, Equation (4) gives the viscosity law
assumed to be valid in the mushy region for the non-isothermal phase-change case. This
enhanced viscosity model corresponds better to the physical situation of equiaxed solidifica-
tion, where free-floating crystals are transported with the melt at a unique velocity [3,6,11].
This approach differs from the enthalpy–porosity technique proposed in References [2,4,6,7],
which consists, basically, in making the flow in the mushy region mimic flow in a porous
media (normally fixed) by adding a velocity-dependent source term in the momentum
equations. This porous medium formulation properly describes, for example, the growth of a
columnar array of crystals, where the solid consists of attached dendrites and the interdendritic
fluid trickles between them.

This paper focuses on the modelling of both isothermal and non-isothermal phase-change
problems where, for this latter case, an equiaxed morphology is assumed to develop in the
mushy region. Therefore, the viscosity expression (4) is adopted in this work to describe the
material flow behaviour.

3. FINITE ELEMENT FORMULATION

The spatial discretization of Equations (1)–(3) is performed in the framework of the FEM [31].
To this end, a GSO technique is used in the corresponding weak form, which leads to the
following algebraic system of equations:
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RVFV−MVV: −KVV=0 (5.1)

RTFT− (C+Cpc)T: − (KT+Kad+Kad-pc)T=0 (5.2)

where RV is the flow residual vector, FV is the body force vector, MV is the mass matrix, KV

is the flow convection–diffusion matrix, V is the nodal flow unknowns vector (velocity and
pressure), RT is the thermal residual vector, FT is the external thermal flux vector, C is the
capacity matrix, Cpc is the phase-change matrix, KT is the conductivity matrix, Kad is the
thermal advective matrix, Kad-pc is the thermal phase-change advective matrix and T is the
nodal temperature vector. The element expressions of the vectors and matrices appearing in
Equations (5.1) and (5.2) can be found in Schemes 1 and 2 respectively.

For the flow equation (5.1), Scheme 1 shows the total element expressions decomposed into
the well-known terms of the standard Galerkin method (SG) and those obtained from the
GSO methodology [22]. It should be noted that the boundary conditions are only considered
in the SG formulation and that the matrix KV is defined considering different contributions:
the convection effects, the diffusion term and the boundary conditions related to the prescribed
deviatoric part of the stress tensor H on the boundary GH [22]. Moreover, the GSO technique
affects the mass matrix MV, the KV matrix in its convection and diffusion parts and the body
force vector FV. As reported in Reference [22] for an isothermal flow formulation, these
contributions are responsible for the stability and accuracy of the GSO methodology studied
for the incompressible Navier–Stokes equations, where, in particular, a very good numerical
behaviour can be observed in low-, moderated- and high-Reynolds number problems. The
additional notation used in Scheme 1 is: n is the unit outward normal vector to the boundary,
NV is the flow shape function matrix such that NV=Nu+Np, where Nu and Np are the shape
function matrices associated with the velocity and pressure degrees of freedom respectively; An

is the generalized convection tensor defined for each fixed direction n (n=1, . . . , ndim; ndim

being the spatial dimension), where An=An
u+An

p, with An
u and An

p being the components of An

associated with, once more, the velocity and pressure degrees of freedom; Kjn is the generalized
diffusion tensor written for each pair of fixed directions jn ( j=1, . . . , ndim and n=
1, . . . , ndim); M is the generalized mass matrix; F= [rb, 0] is the generalized body force vector;
p̄ is the prescribed pressure on Gp ; and tV is the ‘flow upwinding tensor’ computed according
Reference [22] subject to certain design conditions detailed in Reference [24]. Note that tV is
defined in terms of tVY

, which is the flow upwinding tensor in the eigenvector system (denoted
by Y) of the matrix-valued p̃-norm of the generalized convective tensor with eigenvalues lci

.
Moreover, lki

are the lumped values of the matrix-value p̃-norm of the generalized diffusion
tensor written in system Y and aVi

are the so-called optimal upwind functions applied to gVi
for

each direction i. Note that i=1, . . . , ndim+1 includes the degrees of freedom for the velocity
components and also that for the pressure. In addition, in the present work the choice for p̃
is 1.

The notation used in Scheme 2 to describe the thermal equation (5.2) is: NT is the thermal
shape function matrix; q̄ is the prescribed normal heat flux on Gq ; Tenv is the temperature of
the environment surrounding V; h is the heat transfer coefficient related to the convection–
conduction–radiation phenomena between V and the environment through Gq, Fc is the
concentrated heat flux vector; and tT is the thermal upwinding parameter accounting for
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phase-change effects in charge of avoiding local numerical oscillations in the vicinity of sharp
gradients of fpc [29]. In the computation of tT, aT is the optimal upwind function applied to gT

and lch is a characteristic element length. Further, it should be noted that particular expressions
for Cpc and Kad-pc, expressed in brackets in Scheme 2, can be derived for the isothermal
phase-change case, where Gpc is the moving interface with temperature T( m, which separates the
liquid and solid phases [27–29].

Scheme 1. Element expressions of the discretized flow equation.
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Scheme 2. Element expressions of the discretized thermal equation.

As fpc can present a discontinuity inside an element for the isothermal phase-change case, a
non-standard numerical integration, consisting of splitting the integral over the element
domain into liquid and solid element sub-domains integrals, such that a continuous phase-
change function is defined in such regions (see, e.g. Reference [27]), is used in the present work
to accurately integrate the phase-change and viscosity terms. With these considerations, an
explicit regularization of fpc, and consequently on m, is not needed.

The temporal discretization of system (5) is performed using an implicit backward Euler
scheme [31]. Further, this coupled system of equations is solved with a staggered incremental
iterative strategy, where the convergence criteria are written in terms of the residual vectors,
where oV and oT are the admissible tolerances of the out-of-balance residuals for the flow and
thermal problems respectively, taken in the range of 10−6–10−3 throughtout this work.

For a given step, the global convergence is obtained when the local convergence conditions,
corresponding to locally converged flow and thermal solutions computed in a consecutive
manner using an iterative Newton–Raphson-type algorithm in the solution of each problem,
are simultaneously achieved. This staggered scheme is detailed in Scheme 3. Note that this
strategy differs from the more relaxed numerical procedure extensively used in the solution of
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heat and fluid flow problems (see, e.g. Reference [30]) in which the coupled solution is shifted
in time as no global iterations are performed within the same time step when solving the two
problems in a consecutive form, i.e. the global convergence is not strictly fulfilled at the end
of a given time step.

Scheme 3. Staggered scheme for the thermally coupled flow formulation.
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Table I. Aluminium properties.

229.44 W (m °C)−1Conductivity (k)
Specific heat (c) 1057.63 J (kg °C)−1

Latent heat (L) 397765.0 J kg−1

2650.0 kg m−3Density (r)
Dynamic viscosity of the liquid phase (ml) 3.233×10−3 kg (m s)−1

Thermal dilatation coefficient (a) 3.84×10−5 °C−1

660.0°CMelting temperature (T( m)

4. NUMERICAL EXAMPLES

4.1. Solidification of pure aluminium in a square region

A study of the natural convection during the solidification of a pure metal in a square
enclosure is performed in this example. This problem has been analysed by several authors
with different techniques in order to evaluate the influence of the flow pattern over the
phase-change front position [18–20]. The material studied is aluminium with thermophysical
properties presented in Table I, where, in this case, the phase-change takes place in an
isothermal way. As described in Section 2, only two limiting situations, indicated by fpc=1 and
fpc=0 respectively related to the liquid and solid phases existing in the material during the
process, are considered in the analysis. Initially, the fluid in rest has a uniform temperature of
T0=860°C and this value is also considered as the reference temperature to be used in the
Boussinesq approximation.

A convection–radiation heat transfer condition is applied in the left vertical wall with an
environment temperature of 25°C and a Biot number (Bi=Lchh/k, with Lch being a character-
istic length assumed to coincide with the cavity side and h the convection–radiation heat
transfer coefficient) selected as 3.3. The other walls are insulated. Moreover, the velocity is
fixed to zero in the whole boundary.

A set of different Rayleigh numbers has been analysed in the present study. The Rayleigh
numbers (Ra=ga(T0−T( m)L ch

3 r2c/(mk), with g=9.8 m s−2) studied are: 0, 104, 105, 106 and
107, obtained in this problem by varying the value of the cavity side. In addition, for this
problem, the Prandtl number (Pr=mc/k) is 0.0149, while the Stefan number (Ste=c(T0−
T( m)/L) is 0.5317.

A non-uniform structured mesh (with a progressive linear refinement near the walls to
properly describe the natural boundary conditions in the adiabatic walls) of 50×50 four-
noded isoparametric elements has been employed in the domain discretization. The dimension-
less time steps used in the transient analysis are (the characteristic scale for time is Lch

2 rc/k):
Dt=0.01 for Ra=0, 104, 105 and 106; and 0.0025 (Dt/4) for Ra=107. In this latter case, the
reduction in Dt is justified for the sake of properly simulating the effects caused by the initial
high temperature rates.

The velocity vector field and the isothermal curves at different dimensionless times of the
analysis for Ra=105 are respectively shown in Figures 1 and 2. Similar results for Ra=106 and
Ra=107 are presented in Figures 3 and 4 and Figures 5 and 6. It is possible to note the flow
pattern variation during the solidification process and, in particular, the secondary vortex
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formation and its starting time, which decreases for larger Rayleigh numbers (in Figures 1, 3
and 5, the vector scale is not the same). As the Rayleigh number increases, the convective
effects become more apparent and the isotherm lines progressively distort. Moreover, the
curvature of the isotherms owing to the natural convection, leading to different phase-change
front positions at the bottom and top parts of the cavity, which denote a faster solidification
growth near the bottom of the enclosure, can also be seen.

In Table II, the dimensionless solidification times obtained in the present work at different
Rayleigh numbers are compared in good agreement with those published in Reference [19]
using a front-tracking method. Results achieved using the proposed formulation with a

Figure 1. Solidification of pure aluminium in a square region. Velocity field for Ra=105 at dimensionless
times (a) 0.05, (b) 0.15, (c) 0.35 and (d) 0.60.
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Figure 2. Solidification of pure aluminium in a square region. Temperature field for Ra=105 at
dimensionless times (a) 0.05, (b) 0.15, (c) 0.35 and (d) 0.60 (the isotherms are 20°C apart).

uniform 20×20 mesh are also enclosed in this table, showing a good performance for this
coarse mesh. Choosing the solidification time of the advectionless case (Ra=0 or the Stefan
problem [1–21,27]) as a reference value, it can be observed that this parameter increases for
Ra=104 but decreases for Ra=105, 106 and 107 when using the 50×50 mesh (a slightly
different tendency is appreciated with the 20×20 mesh). Also note that this trend is
completely similar to that reported in Reference [19].

The maximun dimensionless velocity values (the characteristic scale for velocity is k/(rcLch))
for Ra=105, 106 and 107 at different dimensionless times of the analysis are presented in Table
III; again in good comparison with the mentioned reference. Once more, results obtained with
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the 20×20 mesh are included. For Ra=105, the velocity field is shown to grow as the process
proceeds in time reaching a peak before it eventually dies out. A similar trend is observed for
Ra=106 and 107 with peak values shifted to earlier stages of the solidification. The comparison
of the results obtained with the two meshes shows some differences for large Rayleigh numbers
mainly at the initial times of the analysis. The maximum characteristic Reynolds’ numbers
(Re= �7max�Lchr/m) for these cases are: 1700, 5600 and 11000. Although this last value may
denote a transitional flow for a given time of the analysis, laminar flow is assumed during the
whole process. These results also show the ability of this formulation to deal with strongly
thermally coupled flow problems (high Ra).

Figure 3. Solidification of pure aluminium in a square region. Velocity field for Ra=106 at dimensionless
times (a) 0.05, (b) 0.15, (c) 0.35 and (d) 0.60.
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Figure 4. Solidification of pure aluminium in a square region. Temperature field for Ra=106 at
dimensionless times (a) 0.05, (b) 0.15, (c) 0.35 and (d) 0.60 (the isotherms are 20°C apart).

The phase-change front position at different dimensionless times and Rayleigh numbers, all
of them obtained with the present formulation, are plotted in Figure 7. This figure clearly
shows the important influence of Ra on the flow characterization and the heat transfer
conditions. The front inclination with respect to the vertical position corresponding to Ra=0
can be appreciated. Further, its high deviation at early times owing to the upper secondary
vortex and the advanced position (in comparison with the Ra=0 front position) in the final
times of the process at high Rayleigh numbers is due to the natural convection and the
developed velocity field. This last behaviour clarifies the reduction in the dimensionless
solidification times shown in Table II.

Copyright © 2000 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2000; 34: 279–305



M. A. CRUCHAGA AND D. J. CELENTANO292

Finally, in Figure 8, the obtained phase-change front position for Ra=105 and 106 at
different times of the process are drawn in comparison with the curves computed in Reference
[19] where, once more, it should be noted that the results given by the fixed domain technique
used in the present work and those corresponding to the front tracking method of Reference
[19] are in a good agreement.

Figure 5. Solidification of pure aluminium in a square region. Velocity field for Ra=107 at dimensionless
times (a) 0.05, (b) 0.15, (c) 0.35 and (d) 0.60.
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Figure 6. Solidification of pure aluminium in a square region. Temperature field for Ra=107 at
dimensionless times (a) 0.05, (b) 0.15, (c) 0.35 and (d) 0.60 (the isotherms are 20°C apart).

4.2. Melting of gallium in a rectangular region

Several experiments for melting of pure metal gallium with buoyancy-induced flow in order to
measure the effect of convection on the solid–liquid interface motion have been reported in
Reference [32]. This problem has been simulated by many researchers (see References [4,11,19]
and references therein) using different fixed grid or front-tracking techniques. The aim of the
present analysis is, therefore, to validate the proposed fixed-domain temperature-based formu-
lation with experimental and numerical results derived from existing modelling techniques. The
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Table II. Solidification of pure aluminium in a square region. Dimensionless
solidification times at different Rayleigh numbers.

Rayleigh Present work McDaniel andPresent work
Zabaras [19](50×50)(20×20)number

0.0 0.834 0.840 0.840
0.841 0.848104 0.847
0.836 0.834 0.833105

0.830 0.822106 0.813
107 0.792 0.811

material properties for pure gallium can be found in Table IV [19]. The narrow temperature
range (less than 10°C) used in the experiments carried out in Reference [32] allows the
assumption of constant physical properties. Moreover, although the thermal conductivity of
gallium is anisotropic, the choice of an isotropic conductivity for the simulation is clearly
justified by the arguments given in Reference [4]. The melting experiment is modelled in a
vertical, two-dimensional rectangular enclosure of aspect ratio=2 (height=0.045 m and
width=0.09 m). The initial temperature is 28.3°C. A value of 36.0°C is prescribed in the left
wall, while the other sides are assumed insulated. The velocity is constrained in all the walls.
The melting temperature corresponds to 29.8°C, which is also chosen as a reference value
[19,32]. Once again, the already mentioned considerations related to fpc under isothermal
phase-change conditions are also taken into account in this analysis. For this problem, the
Rayleigh (with g=9.8 m s−2), Prandtl and Stefan numbers correspond to 2.2×105, 0.021 and
0.042, respectively.

Table III. Solidification of pure aluminium in a square region. Maximum
dimensionless velocity values at different dimensionless times and Rayleigh

numbers.

Present workPresent work McDaniel andRayleigh
(20×20) (50×50)number/time Zabaras [19]

Ra=105

25.0 24.9 24.1t=0.05
26.1t=0.15 25.5 27.1
15.516.816.2t=0.35

t=0.60 1.8 2.3 1.9
Ra=106

105.196.483.7t=0.05
51.458.147.3t=0.15
22.0t=0.35 23.2 25.2

2.2 2.8 2.0t=0.60
Ra=107

371.0165.3t=0.05
t=0.15 108.675.6
t=0.35 24.325.4

10.56.0t=0.60
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Figure 7. Solidification of pure aluminium in a square region. Phase-change front position for Ra=0,
104, 105, 106 and 107 at dimensionless times (a) 0.05, (b) 0.15, (c) 0.35 and (d) 0.60.

The uniform finite element mesh considered in the analysis is composed of 20×40
isoparametric four-noded elements. The time step used was 7.355 s. Figures 9 and 10 show
respectively the velocity field and the phase-change front location at different times of the
process. At the beginning of the analysis, the melt front is almost planar, as the natural
convection field has just begun to develop. Once the natural convection has intensified, it starts
to have a pronounced influence on the overall energy transport from the heated wall to the
melt. From Figure 9 it can be seen that a main vortex appears at the upper part of the liquid
region, where the maximum values of the velocity norm are approximated to those reported in

Figure 8. Solidification of pure aluminium in a square region. Phase-change front position for Ra=105

and 106 at dimensionless times (a) 0.05, (b) 0.15, (c) 0.35 and (d) 0.60.
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Table IV. Gallium properties.

32.0 W (m °C)−1Conductivity (k)
Specific heat (c) 381.5 J (kg °C)−1

80160.0 J kg−1Latent heat (L)
6095.0 kg m−3Density (r)
1.81×10−3 kg (m s)−1Dynamic viscosity of the liquid phase (ml)
1.20×10−4 °C−1Thermal dilatation coefficient (a)
29.78°CMelting temperature (T( m)

Reference [19]. The influence of convection currents intensifies with time such that the
morphology of the melt front becomes more acute as melting progresses. Although the upper
section of the melt front advances rapidly owing to fluid motion, the lower section moves
considerably slower, thereby resulting in the acute shape illustrated in Figure 10. Moreover,
the computed front position history compares reasonably well with the experimental data and
the numerical results of Reference [19]. The small discrepancies between the measured and
computed results may be attributed to different factors, such as three-dimensional effects in the
experimental apparatus used to determine the front position and variations in fluid properties.
As reported in Reference [11], other sources of discrepancy may be attributed to the
multiple-cell formation occurring at the early stages of the process when the fluid cavity
thickness is approximately 0.96 mm. Although this last effect is out of the spatial scale
considered in the present analysis, the numerical predictions of the front position, as men-
tioned above, show a reasonable overall agreement with the available published results for the
aspect ratio studied in this paper.

Figure 9. Melting of gallium in a rectangular region. Velocity field at times (a) 300 s, (b) 480 s and (c)
720 s.
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Figure 10. Melting of gallium in a rectangular region. Phase-change front location at times (a) 300 s, (b)
480 s and (c) 720 s.

4.3. A mushy region test problem

A natural convection test consisting of a confined flow in a square cavity (1×1) is presented.
This test has been analysed in Reference [2] to evaluate the mushy zone behaviour during the
material solidification. All the problem data is given in dimensionless values. The initial cavity
temperature is 0.5 and this value, also adopted as a reference temperature, is kept during the
whole process on the right vertical wall. The cooling begins when the temperature at the left
vertical wall is prescribed to −0.5. The other walls are adiabatic and, as usual in this kind of
problem, the velocity is constrained in the cavity boundary. The gravity constant is g=1000.
Further, the phase-change function fpc is defined according to a linear form as [2]

fpc=

Á
Ã
Í
Ã
Ä

0 , ÖT5T( s

0B
T−T( s

T( l−T( s

51 , T( sBÖT5T( l

1 , ÖT\T( l

(6)

where T( l and T( s are the liquidus and solidus temperatures of the alloy respectively. In this
non-isothermal phase-change case, the material viscosity in the mushy zone is governed by the
Equation (4). The thermal and flow material properties are described in Table V. The resulting
Rayleigh, Prandtl and Stefan numbers are 104, 103 and 5 respectively.

The finite element mesh used in the computations is the 50×50 mesh already considered in
the first example. According to Reference [2], the time step chosen was 10.

Figure 11(a) shows the velocity field for t=1000 and, additionally, the position and shape
of the mushy region denoted by the solidus (−0.1) and liquidus (0.1) lines. The maximum
velocity value is 0.011033. The solidus line presents a small deformation owing to the
convection similar in shape to the deformation predicted in an isothermal phase-change case.
The liquidus front, however, shows a pronounced curvature along the lower wall. This fact is
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a direct effect of the convection in the mushy zone. The flow direction, away from the cold wall,
increases the heat loss in the area and hence extends the mushy region. At the same time the
return flow from the hot wall retards the growth of the mushy zone at the top of the cavity
producing a great curvature at the bottom. The isotherms at t=1000 are plotted in Figure
11(b). All these results are in overall good agreement with those obtained in Reference [2] using
an enthalpy–porosity technique. Moreover, Figure 11(c) plots the position of the liquidus and
solidus temperature lines obtained in the present work and those reported in Reference [2]. As
may be seen, both results compare well and predict very similar mushy region location.

4.4. Solidification of an aluminium alloy with a wide phase-change inter6al

The analysis of the heat and flow behaviours of an aluminium alloy (Al–7%Si–0.3%Mg) during
solidification is studied. The problem layout (geometry, initial and boundary conditions) is
essentially the same as in the first example but now the solidifying material is an aluminium
alloy with a large phase-change interval, i.e. T( l=615°C and T( s=545°C. The corresponding
phase-change function fpc or liquid fraction based on experimental measurements is given in
Figure 12 [33,34] and, consequently, it is used to define the viscosity according to Equation (4).
The temperature-dependent thermal properties of the alloy are described in Table VI [34]. The
density, dynamic viscosity and thermal dilatation coefficient are equal to those shown in Table
I. The Rayleigh number considered is 104 and the transient analysis is carried out with a
dimensionless time step of 0.01 using the 50×50 mesh of the first example.

The objective of this example is to analyse the flow behaviour and the heat transfer
conditions for an alloy characterized with a more realistic phase-change function and thermal
material properties. This function has been used in purely thermal analyses giving better
predictions than those obtained with the more standard expressions, such as the linear or
parabolic functions, the lever rule, the Scheil’s equation, etc. [34].

The velocity and temperature fields at three different dimensionless times of the analysis are
presented in Figure 13. The maximum dimensionless velocity values for these times are 0.1677,
0.1272 and 0.0347 respectively. As it can be seen, the convective effects do not play a significant
role in the early stages of the process. From times equalling 30 and onwards, the growth of the
mushy region at the bottom of the cavity is apparent leading to a large distortion in the liquidus
front. For time t=90, no liquid phase is present; however, the maximum velocity value in the
rest of the mushy zone is only five times smaller than the maximum value during the whole
process. The total dimensionless solidification time is 1.38.

Table V. Mushy region test problem data.

Conductivity (k) 0.001
Specific heat (c) 1.0
Latent heat (L) 5.0
Density (r) 1.0
Dynamic viscosity of the liquid phase (ml) 1.0
Thermal dilatation coefficient (a) 0.01

−0.1Solidus temperature (T( s)
0.1Liquidus temperature (T( l)
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Figure 11. Mushy region test problem. Results at time 1000: (a) velocity field, (b) isotherms (0.05 apart)
and (c) liquidus and solidus temperature lines location (– – –, Voller and Prakash [2]; and —, present

work).

In order to compare the influence of the choice of fpc on the velocity and temperature fields,
a similar analysis has been performed with a phase-change function given by the lever rule

fpc=

Á
Ã
Í
Ã
Ä

0 , ÖT5T( s

0B1−
1

(1−p)
T−T( l

T−T( m

51 , T( sBÖT5T( l

1 , ÖT\T( l

(7)
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with p= (T( m−T( l)/(T( m−T( s)=0.3913 being the partition coefficient and T( m the melting
temperature of pure aluminium (660°C). The corresponding results are plotted in Figure 14.
The maximum dimensionless velocity values for the times mentioned above are 0.1619, 0.1244
and 0.0318 respectively. Although these values are close to those related with the experimental
fpc, the mushy zone evolution is clearly different. In particular, the solidus and liquidus lines
move slower when the lever rule is considered. This fact is also reflected in the solidification
times, as the dimensionless solidification time in this last case is 1.52. For a given temperature,
a smaller liquid fraction is normally obtained for the second case and, taking into account
Equation (4), this explains the different behaviour between these two cases.

5. CONCLUSIONS

A finite element thermally coupled incompressible flow formulation including isothermal and
non-isothermal phase-change effects has been presented. This proposed fixed-domain method-
ology, written in terms of the primitive variables of the problem (velocity, pressure and
temperature), is defined in the context of the GSO technique and constitutes the main original
contribution of this work. The resulting coupled system of equations is approached via an
incremental iterative staggered scheme, which guarantees a fully coupled numerical solution in
every time step of the analysis.

This formulation has been used in the analyses of a melting and solidification problems. The
relevant features of this formulation have been explicitly detailed in these examples. In

Figure 12. Solidification of an aluminium alloy with a wide phase-change interval. Phase-change
function.
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Figure 13. Solidification of an aluminium alloy with a wide phase-change interval. (a) Velocity field and
(b) mushy zone isotherms for the experimental phase-change function at dimensionless times (1) 0.30, (2)

0.60 and (3) 0.90 (the isotherms are 35°C apart).
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Figure 14. Solidification of an aluminium alloy with a wide phase-change interval. (a) Velocity field and
(b) mushy zone isotherms for the lever rule at dimensionless times: (1) 0.30, (2) 0.60 and (3) 0.90 (the

isotherms are 35°C apart).
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Table VI. Thermal properties of an aluminium alloy.

Specific heat:

T (°C)c [J (kg K)−1]

0876
926 100
972 200

3001017
4001061
5001105

1125 545
5551125
6111085

Conductivity:

T (°C)k [J (m s K)−1]

160 0
150 100

400140
150 555

568134
116 570

98 603
60895
611100
620200

300 650
500 750

Specific latent heat:

L×103 (J kg−1) T (°C)

545495
495 564
398 565

615398

The variations of c, k and L have been assumed to be piecewise linear within the
mentioned temperatures. Below the lowest and above the highest temperatures, the
properties are assumed to remain constant at the same value defined for the extreme
temperature.

particular, in the solidification of pure aluminium in a square region, the influence of the flow
pattern for different Rayleigh numbers over the phase-change front position has been studied.
Characteristic parameters obtained in this work adjust properly with those reported in the
literature. Moreover, numerical convergence has been also achieved for high Rayleigh numbers
and acceptable results have been obtained with coarse meshes. In the second example, the
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numerical results of the present formulation have been also compared with some laboratory
measurements conducted on pure metal gallium and a numerical solution published by other
author showing a satisfactory agreement between them. In these isothermal phase-change
problems, an improved numerical integration procedure has been used to accurately compute
the phase-change and viscosity terms. The last two examples deal with non-isothermal
phase-change problems, where the mushy flow behaviour is particularly studied with a
viscosity model valid for equiaxed metal solidification and written as a function of the liquid
fraction. In the mushy region test problem, a good comparison with other numerical approach
has been obtained. Finally, the solidification of an aluminium alloy with a wide phase-change
interval has been analysed with an experimental-based phase-change function and these results
have been compared with those computed using the lever rule. The different response
demonstrated that the form of latent heat release is an important variable in the description of
the flow behaviour.
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